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Lecture Transcript
Slide 1

Welcome to unit 12. The focus of the next three segments is on learning from mistakes. The first segment discusses the role of HIT in error detection and reporting.

Slide 2

By the end of this unit, you will be able to explain how reporting errors can help to identify HIT system issues and describe ways in which HIT can facilitate error reporting and detection.

Slide 3

Let’s start with a story. One of the big emphases Placed on implementing healthcare IT is to improve quality and safety. No doubt, there are cost savings that are needed in our health care that spans 2.6 trillion dollars, but fundamentally its about saving lives – preventing needless deaths. Now you’ve probably heard the statistics of how many people died needlessly. It’s frighteningly high – over a hundred thousand people from infections, another 100,000 from mistakes of commission fifty to a hundred thousand from diagnostic errors, and thousands more from not receiving evidenced-based therapies that they should. But those numbers often numb us to the real reality – the cost- the human costs of these mistakes. I, unfortunately, had to live with that human reality – my father died needlessly at the age of fifty from a cancer because he was misdiagnosed and when he finally got treatment, he was beyond the ability to get a bone marrow transplant – which is what he needed. And then, in my work at Johns Hopkins, I had to confront the mother of an adorable little eighteen month old girl, Josie King. She could have been my daughter- they both had a cute little pug nose, they both had curly blond hair, they were both born around the same time. But she died needlessly at my hospital from a catheter infection that led to sepsis and dehydration that wasn’t recognized or treated appropriately. And every year on the anniversary of her death, her mother asks me – is Josie less likely to die now then she was four years ago, or last year. One she first asked me, I must have seemed like I was manic – I started telling her all this stuff we were doing – in health care to improve safety. We have this project and that program and this program – and we are busy, but she abruptly, and I think appropriately cut me off and said “Peter, I don’t really care what you’re doing – I want to know is care safer and the sad reality is that , at the time, I couldn’t give her an answer The U.S. healthcare system couldn’t give her an answer. And I believe, desperately, that  she deserves one, and together with health IT we are going to be able to give her an answer and you are going to be part of the solution.
Slide 4

Mistakes happen. The Institute of Medicine surprised most people in the 1999 when it published astounding medical error statistics. In 2004,  the IOM advised the health care community that it must build a new delivery system to achieve large improvements in patient safety and the health system itself needed to be capable of preventing errors from occurring in the first place, while at the same time incorporating lessons learned from errors that do occur despite our best efforts.
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Let’s take a classic medication error, using the “Swiss cheese model” of system failure proposed by James Reason. He likened the  health care system to a stack of Swiss cheese slices. The holes in the cheese are places that a process can fail despite every one’s best intentions. Each cheese slice is a defensive layer in the process. When an error passes through one of the gaps in the line of defense, it usually bumps up against another defense. Sometimes, however, the Swiss cheese stacks line up such that all of the “holes” are aligned and the error reaches the patient as in the case illustrated above.

Slide 6
In the kitchen, each slice of cheese that you add to the stack introduces a new layer that potentially covers one or more holes in the slices below. In health care, we may need several Swiss cheese slices. Take this slide, for example. When the patient forgets to mention that he has a drug allergy, a hole appears and the potential for risk is increased. If the allergy had been documented in the electronic record at a previous visit, when the prescriber entered the drug in CPOE the system would trigger an alert, telling the prescriber that the patient is allergic to the drug. The system provided a defensive layer. Should the prescriber choose to override the alert and still order the drug, the pharmacy system could alert the pharmacist to the allergy and the pharmacist, who reviews all medication orders, would call the prescriber to discuss. Again, a defensive layer is put into place by technology.

Slide 7
Throughout this course, you have learned a lot about a culture of safety and what such a culture entails. You have learned that we in health care need to admit that providing health care is potentially dangerous. We need to take responsibility for reducing risk. Blame-free error reporting and learning from mistakes are integral to a safety culture in health care. During the course of this task, we find ourselves needing to communicate across traditional hierarchies and boundaries in a open environment. We strive to use a systems approach to error analysis, advocate for interdisciplinary teamwork, and we put into place structures to assure accountability for patient safety.
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Let’s talk a bit about the role of HIT in error detection and analysis. How can HIT assist us to learn from our mistakes? We will discuss three mechanisms by which HIT helps to detect and analyze errors. These include: automated surveillance systems, on-line event reporting systems, and predictive analytics and data modeling.
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Automated surveillance systems use electronically detectable criteria to determine when events occur. These systems do not rely solely on human cues, often missing when clinicians get too busy to detect or report error. Kilbridge and Classen tell us that such surveillance systems typically detect adverse events at rates four to 20 times higher than those measured by voluntary reporting.
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Decision support logs summarize the numbers and types of decision rules fired, the interactions of the user with the decision rules, and the outcomes of these interactions. For example, if we have a decision rule that warns providers of inappropriate dosing of a drug for particular patient types based on kidney function, the decision support logs can tell us the number of times this rule fired as well as the number of times the prescriber either changed or failed to change the drug.

Events can be monitored in the electronic medical record by using medical logic modules, also known as MLMs. Each MLM is an independent unit (such as a single data point) in a health knowledge base that takes the knowledge required (for example, a laboratory value) and combines this with a definition of the way in which the health care provider should apply this knowledge for a single health care decision. For example, an MLM could keep watch for instances in which a patient’s hematocrit (red blood cell count) is low, warning providers of new or worsening anemia. 

Slide 11
In addition, automated surveillance of clinical data such as international classification of Disease (ICD)-9 codes, new medication orders, or laboratory results using MLMs can identify the presence of possible adverse drug events. For example, in a patient is receiving vitamin K AND is on a blood thinner, then an adverse drug event may be present. 

Sample triggers in ambulatory care settings can use free-text searching of the outpatient notes to detect adverse drug events. For example, for patients who are taking diuretic drugs to get rid of excess body fluid, the notes might be scanned for:

Fatigue (expanding the search using synonyms such as drowsiness, tired, lethargic)

Dizziness (using synonyms like syncope, lightheadedness, vertigo, “wooziness”)

Low blood pressure (using the synonyms of hypotension and decreased blood pressure)
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Health care data repositories consist of unprecedented amounts of clinical and administrative data that provide a rich resource for us to learn from our mistakes. Predictive analytics uses statistics and logic to predict outcomes based on the presence of certain predetermined conditions. This allows us to see associations among clinical characteristics and risk of complications or adverse events. Here is a simple example. There is a lot of evidence that high blood pressure and being overweight increase a person’s risk of having a heart attack. If the electronic system has a rule that looks for all patients who have a measurably high blood pressure and a measurably high weight, then it could provide us with information on which patients are a high risk for heart attack and we can target this population for preventive measures. If we want to detect quality concerns, we can use this same process. For example, predictive modeling could be used to accurately identify elderly patients in the community with a high likelihood of readmission. To the hospital or return to the emergency department If we knew who was more likely to be re-admitted, we could target interventions to expedite the admission process and reduce overcrowding in emergency departments, thereby improving timeliness and efficiency of care.

Slide 13
To learn from our mistakes, we need to know they happened in the first place. Health care relies heavily of the voluntary reporting of patient or provider and staff events or concern. In the past, this reporting was largely paper-based, only available if the reporter could find the particular form on which to report the particular type of event. Most electronic systems are configured for reporting of a broad array of event types that affect both patients and staff. The benefit of electronic systems are that they are accessible from any location, as long as there is computer access; include a broad range of event types (“one-stop shopping”), and event reports populate a database that can be used for trending, communication, and analysis.
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In the same way that paper-based event reporting systems of the past were not mandatory, electronic systems usually rely on voluntary reporting.  These systems allow for anonymous reporting if the reported so desires. Non-punitive and confidential voluntary reporting systems provide useful information about errors and are more likely to become culturally acceptable by health care providers.

Some states have mandatory reporting programs for errors resulting in serious harm. These programs are viewed as punitive since their intent is more often to provide data for public reporting and may be used to punish individuals or organizations. Individuals are not motivated to be thorough in their reports, but rather are often driven by self-protection due to the fear of reprisal. The information reported through these systems is usually managed by someone who is removed from the front-line and generally only contains the information required. The rest of the story is never documented, nor is it available for review and analysis for the broad goal of error reduction.
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Even in voluntary systems, there are a number of barriers to reporting. Despite a culture of safety, individuals may be embarrassed to report or fear some type of retribution. Even when they feel safe to report, they may not have the time to do so. Many events are not recognized at the time of occurrence.

A culture of safety is clearly a pre-requisite to voluntary reporting. But even beyond that, the reporter must feel as though the time and effort put into the report yields a tangible benefit. Communication of the results of review and analysis, and any system changes that are put into place following these activities, is critical to success.

Slide 16
Most electronic systems are configured for reporting of a broad array of event types that affect both patients and staff. Here is a list of broad patient-level events. There are events that are noted as clear errors, such as medication errors, or errors related to a procedure, treatment or test. But you also see such events as patient falls and skin integrity issues, often due to inadequate risk assessment screening and institution of preventive measures. Event reporting systems also include defects in equipment, supplies, and devices. Furthermore, they include adverse drug reactions, behavioral events, and complications of procedures, treatments, and tests that are not necessarily attributable to error. Finally, they include care coordination issues that place the patient at risk. Each of these broad event types is potentially preventable; we can learn from them by analyzing the systems and processes surrounding the event.
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This slide depicts an example of staff-level events. Event reporting systems allow for reporting of assault by patients, staff, or visitors; exposure to body fluids or chemicals; staff and visitor falls and injuries that occur when staff are lifting or moving patients or equipment.
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Events are usually hierarchical to distinguish events that fall within the same broad category. Here is an example of how medication events can be categorized. Medication events can either be an error or and adverse drug reaction that is not the result of an error. WE will want to look more closely at those that are in error. There are lots of types of medication errors, because the medication process is extremely complex and lots of people receive lots of medications in both inpatient and community settings. So we will want to look at the specific type of medication error, such as when the patient doesn’t receive an ordered drug dose, or when he receives too much or too little of a drug that has been ordered for him. We want to look at circumstances around events where a drug is given by the wrong route, the wrong drug is given altogether, or a medication is given to the wrong patient.
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On-line event reporting systems supplement electronic surveillance systems. They depict events that aren’t easily detectible by the computer alone and they capture both actual events and near misses. In addition, they provide the opportunity to rate and catalogue outcome severity, and enhance event analysis, trend data, follow-up by the appropriate people, and overall efficiency. Access to events reported in on-line reporting and analysis systems is password protected.
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It’s common to incorporate a risk assessment model into event reporting systems. This model is used as a tool for priority setting, as well as to track outcomes. In addition to a harm category (with sub-categories of temporary harm, permanent harm and death), most systems include a category for “near misses” or circumstances that had the capacity to cause harm. This can include situations in which there was no error at all but a risky situation was noted and fixed, such as noting that the emergency drug box had not been replaced. 

According to the Agency for Healthcare Research and Quality (also called AHRQ), a “Near Miss” is an event or situation that did not produce patient injury, but only because of chance. This good fortune might reflect robustness of the patient (e.g., a patient with penicillin allergy receives penicillin, but has no reaction) or a fortuitous, timely intervention (e.g., a nurse happens to realize that a physician wrote an order in the wrong chart). This definition is identical to that for close call. 
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There are a variety of ways to classify errors. This is one way that is used by AHRQ. Errors can be classified as acts of commission (doing something wrong) or acts of omission (failing to do the right thing). Here are two examples in health care. The first, an example of an error of commission, is ordering a medication for a patient with a documented allergy to that medication. An example of an error of omission is failing to prescribe medication to prevent blood clots in patients who are at high risk for such clots. Errors of commission are easier to recognize than are errors of omission. There are probably many more instances in which additional testing, treatment, or preventive measures would have improved care outcomes than there are circumstances in which the care given should not have been provided.
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Another way to classify errors has been proposed by James Reason. Reason describes active failures and latent conditions. Active failures occur at the point of contact between a person and the system. We refer to these as failures at the sharp end; they are usually readily apparent. Examples of active failure would be pushing an incorrect computer key or ignoring a warning light. Latent conditions represent failure of system design or organization. We refer to these conditions are conditions at the blunt end; they are less apparent. Examples of latent condition include when a facility has multiple types of infusion pumps, increasing the likelihood of programming error or the time pressure that clinicians confront during the course of everyday patient care.

Other examples of active failures:

· Ignoring warning lights

· Operating on the wrong arm

· Incorrectly programming an IV pump

· Other examples of latent conditions:

· Time pressure

· Understaffing

· Inadequate equipment
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Reason has also taught us that we can classify errors by basing them on the cognitive psychology of task-oriented behavior. He describes slips, or lapses in concentration,  and mistakes, or incorrect choices. Slips arise when we are also dealing with emotions, fatigue and stress while performing an activity that has become reflexive. An example of a slip is when we overlook a step in a routine task due to a memory lapse. Have you ever turned the dishwasher on before putting in the soap tablet? Mistakes, on the other hand, are incorrect choices that arise during active problem solving. An example of a mistake is selecting the wrong diagnostic test.

Reasons writes that “Reducing the risk of slips requires attention to the designs of protocols, devices, and work environments—using checklists so key steps will not be omitted, reducing fatigue among personnel (or shifting high-risk work away from personnel who have been working extended hours), removing unnecessary variation in the design of key devices, eliminating distractions (e.g., phones) from areas where work requires intense concentration, and other redesign strategies.”

Reducing the likelihood of mistakes typically requires more training or supervision.

Slide 24
This concludes unit 12.1. In summary, people and HIT systems make mistakes. Health IT can help the clinical community by assisting in detecting and reporting errors so that we can learn from our mistakes. Error reporting systems are most effective when they are voluntary and are implemented in organizations where there is a culture of safety. You, as a future health IT professional need to be aware of the different kinds of error that can occur during the interaction of users with health IT systems.
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